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* Cyber threat intelligence (CTI!': CTI is « CTI Report: a document that provides

the process of collecting, analyzing, and actionable information about potential or
applying data on cyber threats, adversaries, existing cyber threats, enabling organizations
and attack methodologies to enhance an to proactively defend against attacks and
organization's security posture. minimize their impact.

CYBER
ToRear lil-Recorded Future®
ANALYSIS 4 4

''''' By Insikt Group®
September 10,2022

Russia-Nexus UAC-0113
Emulating Telecommunication
Providers in Ukraine

[1] https://www.paloaltonetworks.com/cyberpedia/what-is-cyberthreat-intelligence-cti 3
© Copyright Singapore Management University. All Rights Reserved.  [9] hitps://assets.recordedfuture.com/insikt-report-pdfs/2022/cta-2022-0919.pdf
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[3] Security and resilience in sustainable smart cities through cyber threat intelligence. K. Nova et al. International Journal of Information and Cybersecurity. 4
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Significance:

« Cyber threat intelligence is an essential component of an organization's cyber resiliency, which
includes “the ability to anticipate, withstand, recover from, and adapt” to threats, attacks, or
compromises on systemsl(4l.

Benefits:
» Establishing proactive defense
» Anticipates potential attackers and attacks rather than reacting to known threats.
* Improving risk management
» Provides insights into adversaries’ motives, methods, and means for better resource allocation.
« Enhancing incident response
» Equips organizations to respond faster and recover more effectively from breaches.
* Increasing employee awareness
> Educates staff on threats and reinforces security-focused practices.

© Copyright Singapore Management University. All Rights Reserved. [4] httpS://CSrC. niSt.gOV/glossary/term/Cyber_reSi|ienCy
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« MITRE ATT&CK® is a globally-accessible knowledge base of adversary ®
tactics and techniques based on real-world observations. The ATT&CK ATT&CK
knowledge base is used as a foundation for the development of specific

threat models and methodologies in the private sector, in government,
and in the cybersecurity product and service community.

* With the creation of ATT&CK, MITRE is fulfilling its mission to solve
problems for a safer world — by bringing communities together to MITRE
develop more effective cybersecurity. ATT&CK is open and available to
any person or organization for use at no charge.

« The MITRE Corporation is an American not-for-profit organization,
which supports various U.S. government agencies in the aviation,
defense, healthcare, homeland security, and cybersecurity fields,
among others.

© Copyright Singapore Management University. All Rights Reserved. [5] httpS://attaCk.mitre.org/
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TTP: Tactics, Techniques, and Procedures:

» Tactics: The high-level goals of an attacker, such as gaining initial access.

» Techniques: The specific methods used to achieve those tactical goals, like phishing or exploiting
vulnerabilities.

* Procedures: The detailed steps and actions taken to execute the techniques.

ATT&CK Matrix for Enterprise

© Copyright Singapore Management University. All Rights Reserved. [5] httpS//attaCk m|treorg/
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TTP: Tactics, Techniques, and Procedures:

» Tactics: The high-level goals of an attacker, such as gaining initial access.

» Techniques: The specific methods used to achieve those tactical goals, like phishing or exploiting
vulnerabilities.

* Procedures: The detailed steps and actions taken to execute the techniques.

-------- [ Tactic }—-—-m———————{ Reconnaissance J——————————\

i Tactlc:f» represent the V\_’hy of an ATT&.CK | E is trying to gather information they can use to | Eﬁ
, technique or sub-technique. :. !

________ [ Technique ]____m_______{ T1595-Active Scanning }__________\

' Techniques such as “T1595-Active Scanning”: E
. Active scans are those where the adversary ! ll
l )

probes victim infrastructure.

' ’

1
Er. - . Techniques represent 'how' an adversary
% . achieves a tactical goal by performing an
' action.

___________________________________

———————— [ Procedure ]————m———————{ Procedure Case ]——————————\

L& | Procedure is the detail description of how 1 | Procedure such as “In the Triton Safety - S8R,
J/ | to execute a tactic using the chosen X Instrumented System Attack, TEMP\Veles engaged | _: %
! techniques and actions. ' | in network reconnaissance of targets ...” E

___________________________________

© Copyright Singapore Management University. All Rights Reserved. [5] httpS//attaCk mltl’eorg/
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» Tactics (14):

Reconnaissance

= >

Initial Access
Execution
Persistence
Privilege Escalation
Defense Evasion
Credential Access
Discovery

Lateral Movement
Collection

Exfiltration
Impact

VVVVVVVVYVYYVYYYVYVY

Tactics

Resource Development

YVVVYVVYVYY

Command and Control

 ——

* Techniques:

Active Scanning (3)

Gather Victim Host Information (4)
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» Sub-techniques:
m) > Scanning IP Blocks
» Vulnerability Scanning

Gather Victim Network Information (6) » Wordlist Scanning

Gather Victim Org Information (4)
Phishing for Information (4)
Search Closed Sources (2)

Search Open Technical Databases (5)
Search Open Websites/Domains (3)

Techniques —_—

© Copyright Singapore Management University. All Rights Reserved. [5] httpS//attaCk mltl’eorg/
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» Task formulation: CTI report pdf - an attack knowledge graph

Reconnaissance i Initial Access : Execution : Persistence
TTP Labels : : :
TI595 TIS98 | T1189 1113 : T1651 TI1503 : T1176

Behavior Graph @T

HLC

State Summary

R ——
Temporal Relation Entity-Action Relation  Entity-Entity Relation
Tactic Technique Entity-Subject Entity-Object Action-T Action-F State Summary

10
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Input I: Extract Attack Graphs Identify Attack Technique with Templates Output I
. . Technique from CTI Reports Single-techni Graphs Techni Templ R
« Conventional approaches: Bramples [P bt Report || o | ovaiedge
. Parsing =
* Non-learning methods venn e B g
. emals IoCs Protection % 8
» Regular expression — Lk
. {Attack—relevan}_’ Attack Entity g
. Entities i
* Learning-based methods: - Exrgtion
H . Attack Dependency Attack Knowledge
> Information extraction Exrscton Upduing
F— v
Graph-level g g
Processing g g
E_r_« =]
Attack Graph g &
Generation B <
S Z
Attack Graph
Input II: Simplificati . . .
CTI Reports implification Multcl;:;::lque Techmch:alg}r:sowledge Output II: TKGs

 Limitations:
« Poor performance due to limited semantic understanding capabilities
« Need large-scale annotated dataset, which is expensive, time-consuming, infeasible
« Hard to generalize to new knowledge (ATT&CK regularly updates new types)

[6] Zhenyuan L, et al., AttacKG: Constructing Technique Knowledge Graph from Cyber Threat Intelligence Reports. In Computer Security — ESORICS 2022 44

© Copyright Singapore Management University. All Rights Reserved.
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Our proposal — AttacKG+
« Using Large Language Models (LLMs) for attack graph construction

. [ Rewsiter N T
Key motivations: Rewri e e e EEEEREEE m =}
« Leverage LLMs’ strong semantic = R iy | |
ge L ng E‘*_’ -~ ||| Behavior A<:‘>‘A—>V—>A ------- oAkt Py
understanding capabilities S | ’ A ; :
* No need to annotate datasets, we . D Ak B Al M Tt Bl e
can directly do extraction using g & -8.8) Swe (CETTE (R (6 ) e |
. . . Section-T,  Section-T,  Section-T, | Section-Ty /J Summary | (B 1 B ' D -.'\-I oy
InStrUCtlon fOIIOWIng (Zero-ShOt) \ 1.Cyber threat intelligence tactical rewfite it Attack Knowledge Graph Construction-AttacK_G:__—“__/

and in-context-learning (few-shot) : —

Parser Identifier Summarizer State Summary
TTP Labels

Behavior Graph & e

Key modules: 31%;’ o :g%‘ B =LM" Ll <:>.
. Rewriter - O s g
« Parser o oo 1

* |dentifier |
Threat Ontology i | Technique template { Number | I - - n :
: : : ; Permission state File collection

« Summarizer (Action & Entity Types) s | Name | |
ST o=F=not | MERKSS| e B e BB e

{ 2.Cyber threat behavior extraction i 3.Cyber threat technique pattern matching i 4.Cyber threat phase state summary

[7] Yongheng Zhang et al. AttacKG+: Boosting attack graph construction with Large Language Models. Computers & Security. 2025 12

© Copyright Singapore Management University. All Rights Reserved.
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Results
Table 2
Accuracy of AttacKG+ construction and technique identification.
CTI reports Entities Relations Techniques Green FN
Manual Extractor AttacKG+ Manual Extractor AttacKG+ Manual AttacKG AttacKG+ R e d FP
BRONZE 13 -13 (+10) -2 (+9) 8 -5 (+18) -2 (+9) 4 -1 (+18) -3 (+4) )
Chat Mimi 15 ~15 (+9) -5 (+8) 10 ~7 (+15) -5 (+4) 4 17 —2 (+1) Manual: GT
North_Korea 22 -19 (+15) -4 (+5) 9 -4 (+22) -2 (+4) 7 -3 (+23) -2 (+2)
Nitro_Attacks 28 -28 (+8) -8 (+5) 19 -6 (+22) -7 (+5) 8 -5 (+14) -3 (+6)
Moon_Bounce 12 -12 (+5) -1 (+10) 10 -6 (+22) -5 (+10) 5 -2 (+12) -3 (+4)
Stuxnet_Under 24 -22 (+21) -8 (+3) 18 -6 (+31) 7 (+5) 11 -8 (+19) -5 (+6)
Stellar_Particle 33 -32 (+12) -6 (+5) 13 -5 (+18) -5 (+7) 10 -10 (+10) -1 (+3)
Prime_Minister 19 -19 (+10) -5 (+9) 12 -4 (+12) -4 (+3) 12 -8 (+11) -1 (+1)
Mustang_Panda 37 -37 (+10) -9 (+3) 19 -13 (+28) -10 (+7) 12 -7 (+22) -3 (+9)
Shuckworm_APT 17 -16 (+24) -2 (+11) 9 -5 (+18) -1 (+8) 7 -3 (+9) -2 (+4)
C5_APT_SKHack 13 -11 (+4) -4 (+4) 9 -5 (+18) -3 (+1) 5 -3 (+17) -3 (+4)
Cisco_Talos_Bitter 17 -17 (+10) -9 (+3) 8 -5 (+18) -3 (+1) 3 -2 (+21) -1 (+1)
Log4Shell Rootkits 38 -36 (+8) -14 (+7) 22 -13 (+17) -10 (+7) 16 -12 (+8) -9 (+5)
Cisco_Talos_Iranian 14 -14 (+8) -3 (+7) 6 -3 (+19) -3 (+2) 4 -2 (+9) -3 (+1)
Asylum_Ambuscade 21 -21 (+10) -9 (+3) 11 -6 (+24) -4 (+3) 4 -1 (+16) -1 (+3)
Overall precision 1.000 0.046 0.668 1.000 0.221 0.601 1.000 0.179 0.545
Overall recall 1.000 0.034 0.732 1.000 0.472 0.647 1.000 0.458 0.588
Overall F-1 score 1.000 0.039 0.698 1.000 0.301 0.623 1.000 0.258 0.566

! Accuracy of threat behavior graph construction and technique identification in 15 CTI reports.
2 Columns 2-10 present the ground-truth and false negative/positive in extracting entities, relations, and techniques.
3 Rows 18-20 present the overall Precision, Recall, and F-1 Score.

» LLMs (GPT-4) exhibit much better performance observed in more recent CTI reports

(unseen data), compared with baselines (Extractor).
13
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+ Taking the attack on SK Communications (C5 APT SHack) as an example, AttacKG+ extracts

structured knowledge of threat event scenarios from this event.

+ The multi-level attack graph representation shows the development process of threat events

more clearly and intuitively.

T1014-Rootkit

+ Defense Evasion: Stuxnet employed multiple techniques to evade detection and analysis. It used rootkit functionality to hide its presence on

infected systems, including hiding files and injecting code into processes. The worm also utilized stolen digital certificates to sign its kernel-mode

drivers, making them appear as software , Stuxnet patched system libraries and hooked functions to load non-
existent libraries, reducing the likelihood of detection by heuristic methods. TISS3-Subvert Trust Controls T1566 F1050 * F1050
+ Lateral Movement: Stuxnet propagated laterally through networks by exploiting vulnerabilities and shared resources. It used the MS08-067 Y
RPC vulnerability and the MS10-061 Print Spooler vulnerability to spread itself across networked machines. The worm also scanned network Y » A
. : S dowhioad
shares and installed its dropper on accessible systems. Stuxnet's lateral movement capabilities allowed it to infect multiple systems within a fe‘ v R Y
: = " et - defbct deliver
targeted network, increasing its reach and impact, | "1210-Exploitation of Remote Scrvices =
T1080-Taint Shared Content .4 A st
proofpoint A
L malicious msi package
[1] permission state:(user); idenified_ andll windows installer object
[2] file collectio @ kst
= : : phishing campaign 5
Defense Evasion [3] infomation collection:(-); target suropean goverment personnel [ ]
[4] tool set:(rootkit, digital certificates, patched system libraries, hooked functions); i

[*] stage summary:(Stuxnet used advanced techniques to hide and evade detection.)

[1] permission state:(user);
[2] file collection:(-):
Lateral [3]i i ion:(-);
[4] tool set:(MS08-067 RPC vulnerability, MS10-061 Print Spooler vulnerability);
[*] stage summary:(Stuxnet spread across networks using specific Windows vulnerabilities.)

Example of AttacKG+ extraction (Stuxnet)

© Copyright Singapore Management University. All Rights Reserved.

e *0nseed

vb macro

Y Y
T1547 Others
Y
=4 - v
establish f
i 2
> use
v
install

@  msipackage
creafed-with

persistence i

wix toolset version 3.11.0.1528

An attack case against SK Communications

14
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MM-AttacKG: A Multimodal Approach to Attack Graph Construction with Large Language Models
» Motivation: leverage the images (visual information) in CTI report.

Images in CTl Reports

5 =) Bl =2 H
= ||
l=-0 =
Case Display
D------ ]
— 3 1 1 =
S 7 g g ' ' L0GO
- 1 : = oo o
z =z = a------ ]
o | More-

[8] MM-AttacKG: A Multimodal Approach to Attack Graph Construction with Large Language Models. Yongheng Zhang et al. arXiv. 2025
© Copyright Singapore Management University. All Rights Reserved.
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MM-AttacKG: A Multimodal Approach to Attack Graph Construction with Large Language Models

CTI Report ﬁ (—[ Brainstorming @} @
TT )
=[=] ' CTli | -4 Question > Aggregate collection of
9‘ i i .Im |mageceall'1mage m questions }
;CTI Text i i CTl Image Atrribute E"”i \l] B ']
r—\/“[ Text-Based Construction X]\ @ ] Gal @ g% 3 ?% %
+ | AttackKG+ Modules REERZIES ‘ J .
9[ } @ == R b v Key modules:
g @ @‘3 % . x Summary ‘If“k_g_"‘;‘ _cﬁ_ﬂ_ Image-Aware Mf Global ° Bralnstorm|ng
; d | \ Leading Questions T ‘... askeapeciic ') \ A | ) .
e v ! d i  Extraction
(o e e EoB )
‘—1 Integration -/ W 7 | Verification [ A « Verification
X 2| Polymerized CTI Image ST ‘[ Answer Refinement ]’ """"""" T { Question Filtering } ----- v .
“% @ EM\E‘—J A [ A™Refined ] (Cchoosed &’ | _. . . 3 ° Integrat|on
SrE ’.(.(.(KJ L IERIEE
A= ( = ,r SH= A== ham & || les
E % @ i E H | ’—\IAccuracy? \= o=b
< i i VConsistency? i
% ¢ [ aded | \ e
\ e
. ——> Data Flow Direction ===p Sequential Order @ Tactic(eg., Initial Acess...) % Technique(eg.,Phishing, Lua...) @Pmcedure (e.g., APT18, ..))
[8] MM-AttacKG: A Multimodal Approach to Attack Graph Construction with Large Language Models. Yongheng Zhang et al. arXiv. 2025 16
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SMU Classification: Restricted

. Multimodal Attack Graph Construction 9 SMU

UNIVERSITY

Overall performance

Method Entity Relation Technique
Precision Recall F-1 Precision Recall F-1 Precision Recall F-1
Text-based Method

Extractor 0.6568 0.5387 0.5919 0.2158 0.1026 0.1391 - - -
AttacKG 0.5580 0.2612 0.3559 - - - 0.2060 0.3399 0.2565
AttacKG+ 0.7701 0.5294 0.6274 0.7693 0.6806 0.7222 0.4502 0.4481 0.4491
Human Anotation-Text 1.0000 0.4559 0.6263 1.0000 0.6820 0.8109 1.0000 0.6547 0.7913

Image-enhanced Method

ICL 0.6901 0.7326 0.7107 0.7106 0.8261 0.7640 0.4948 0.5383 0.5156
CoT 0.6805 0.7432 0.7105 0.6949 0.8383 0.7599 0.5063 0.5508 0.5277
MM-AttacKG 0.7224 0.8280 0.7716 0.7460 0.8973 0.8147 0.5256 0.6232 0.5703

» Image-enhanced methods achieve much higher recall and F-1, showing that leveraging
images within CTI reports provides significant more information to enrich the attack graph.

» MM-AttacKG outperforms both ICL and CoT, showing our framework well caters to the CTI
report characteristics, thereby extracting more valuable attack information.

17
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Different LLM backbones and prompting strategies

200~
‘max

Qwen-VL-72B  Qwen2.5-VL-32B  Qwen2.5-VL-7B Qwen-VL-72 Qwen2.5-VL-32B  Qwen2.5-VL-7B Qwen-VL-72B Qwen2.5-VL-32B  Qwen2.5-VL-7B
= Y ~ = ~ - h " -
Entity Relation Technique

Iterative QA improves the quality with increasing iterations

Ratio. 1 Ratio. 1
1200 1200 g Positive
900 900

0.5 o.
600 600 ] Negative

| | | | 300 300
o o 0 o
Ro Ri R2 R3 R4 Ro R1 R2 R3 R4
(a) Question-led (b) Answer Iteration

18
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Case study: pure-text based attack graph

Initial Access Persistence il Privilege Escalation Defense Evasion Lateral Movement

? ¢ > A A i Y e s :
(11091 T1053 T1059 T1106 T1547 ‘T1574 T1068 T1014 T1055 T1556 T1562 T1564 T1210 T1570
aAA
J SN
7 A
use
A, X
,/ \\ /" V\
v Y yLX
Y A N4 X, Q A h" . Y \\ A/ NG ) Jee Y
A\ »/\‘ »/ \&‘ >/ N\ >/ \ > (\\ = :/,’ use ~ N »/ »y,//\ > \,\ exploit A/\\\
JAEiN ‘ 4 LW T L N~ LAy y | : ¥ v vl X Y ) v\
exph)it use inject code into  replace communicate with use inject code into modify ACA ploy use utilize patch > install
\ — v\
exploit — exploit
«’/
SELTINSN =
e o e ‘
Y y explo‘lt‘ stuxnet v .
stuxnet worm y W 6 il
ms08 067 rpc vulnerabilit
‘ O y O y ) y O y O O y [ ‘ P g
i legiti tem fil i kit functionalif
cve 20102568 removable drives . egitimate system files . malware . specific processes ' ms10 092 sp?egz?’acmev.rsusteno;%m it unctionality . system libraries
Y processes c&c servers boot start service system files and registry keys multiple techniques stolen digital certificatesms10 061 print spooler vulnerability .
. “ ‘. dropper
installing kernel mode drivers and user mode components

scada systems
‘ networked machines

19
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Multimodal Attack Graph Construction

Case study: incorporating images in CTI

m Privilege Escalation

Initial Access

Defense Evasion

< SMU

SINGAPORE MANAGEMENT
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Lateral Movement

s 2 s
‘ ” Vi A Y . e A Sy Y
T1091] |T1003 T1053 T1059 T1106 T1107 T1546 T1547 T1574 T1068 T1014 T1055 T1556 T1562 T1564 T1210 T1570
T y
exph)it A
y /i
A leverage
Y \| y » ¥ \| s /4 \ \| y y Y
A N N ' - A exploit ¢ - N =/ » A "'\
VN A AN~ L5~ - / " AR m AR N vi \ 72 2\
propagaté through  execute overwrite dowrﬁoad hijack execute alter = Ievé'age employ sign patch leverage deploy
A2 ! Y
levera\ge — 4
¥ 2
eSS - —
¥ disseminate through
| ) ¢ A s,éx:ges ,
o O @) mstqooz VOIS 1 O
\ - 4 ' I\ -
Qy Q legitimate system files ¢ malware ‘ specific processes ‘V ms1'0 073 3 Y rootkl! functlonallty ‘ ‘
Y. e -
A L . system files a’!’fcﬁﬂ@‘ﬁ@? facﬂaelepgpresa T ‘i - "
removable m processes = - c&c servers boot start service rac"“a@\sp’éad of ple ecﬁp quF d of eithance system libraries dropper
affea" targettargetarget “servé as-enty. pointaciitate .____ -~ mainan pers'smw 7 acl '“ea N Y.
target -~ -
) O new functions - _ E y
p! 4 ‘4 mslalllng kernel'mode driyerstand user ode;ﬁm on‘ents SRRl -
AT I et e renesescecever il cececosesnsrnmstacennsnasesned [(F]1 7o > —
d ® e e ey - s

india nuclear facilities iran cve 2010 2568 scada systems hetworked machines ms08 067 rpc vulnerability  cpl_findcplinfo

ms10 061 print spooler vulnerability

Note: red dotted lines indicate the newly extracted knowledge from images.

© Copyright Singapore Management University. All Rights Reserved.
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_L Original CTI Report\/)—l Existing CRU-related Benchmarks j

Motivation: - - o U TTRCK i T o GADOLINIU.

« Cyber attacks often involves multiple @ ® actors were detected sending spear-phishing ;

= Classification i  emails with malicious attachments”

consecutive steps, forming an attack @ ® . e Alitaldecess !
sequence (attack flow). : cr1 g8-/Q Which L

® Understanding the Sequential patterns ® ®® @® Hxtraction \A.Iir_n_n_l_egg_E_s_c_algt_lgr_l_arldLa_tggal_Mg@;r_ler_lt_4_l!
' icti (9 @ How did the threat actor achieved Command

and m_aklng accurate predlcthn are | @ g6 PO _cat @@1 ',Qan ow did the :
essential for cyber attack analysis. inmid g 0a0 poLNUMsctorswre e i | & They leverage Outlook Task API, as well as |
spear-phishing emails with malicious attachm (Initial vV Contacts API and OneDrive API ’

° We a i m to eXte N d p ure textu al or Access, T1566-Phishing). The filenames of these attachments S e e e e e e = 3

were named to appeal to the, et’s interest in the COVID-19
H H pandemic. The PowerPoi , when run, drop a t '
m U Itl m Od al frO m u n d e rsta n d I n g tO file, doc1.dotm (Execution, 4 -User Execu Cat, Atta(:ksquen(:h (Ours)
one of the tools used by GADOLINIUM, inclu®®€ Privilege

p red i ct i o n Escalation capability to e@ Lateral Movement across a

victim network.

:QAfter GADOLINIUM gained Initial Access through\
. spear-phishing emails with PowerPoint files, which'
! ATT&CK tactic most likely occurred before they!

! used tools like LazyCat for Lateral Movement? :

Having gained access to a victim machine the payload then uses
attachments to Outlook Tasks as a mechanis: Command
and Control. It uses a GADOLINIUM-control uth access

token with login.microsoftonline.com and us to call the Sequentlal !
Outlook Task API to check for tasks.

21
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AttackSeqgBench:

1. Model attack sequences within CTI reports.

2. Design an automated QA dataset construction pipeline based on 3 tasks (i.e., TTP).
3. Perform benchmark on a diverse set of LLMs.

— Attack Sequence Construction ———— Question Generation ——
— Attack Sequence S —\b Constructed
————————————————————— \ Attack Information Dataset
Tactic ‘%I ) 2%;[ "') cee T ) | i (T T I ——— Y 000
___________ ________ | ) Questlon. a —
000

A I —
uestion (= Q
Q ‘\ _________ - ! ~ 000
Generator _I PRTSY

Technique ‘% ) % wd ) ‘% _):\l %(;)rtrifgi{ :'_)@@ Q —
O,

Procedure &; - ®)-
T Mg T M@ 7 T M| || Generator N----mm-m-mmpsea ] :
/ 4 J Clear? N

TI n fr) w 1 elevant? |

Oufline 0 &y @\m) PROTN P >s‘ SN | v Consistent? 1

L ? ¢ g © g « ¥/ Answer Consistent? '
\_ v, K ATT&CK KB Evaluation Criteria /
e e e R e -~

(—) Data Flow Direction **+) Sequential Order Tactic (e.g., Initial Access, Execution, ...) f% Technique (e.g., Phishing, Lua, ...) %%;Procedure (e.g., APT18, Co032, ...) )
0 Z

Q&A dataset construction pipeline

[9] AttackSegBench: Benchmarking Large Language Models' Understanding of Sequential Patterns in Cyber Attacks. Javier et al. arXiv 2025.
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Attack Sequence Formulation:
 Sisaé4-tuple (T,E,P,0) where:
+ Tactic Sequence T = (ty, ..., t;,).

+  Technique Mapping Vt, € T,E(ty) = {e1, .-

) eik,k}-

*  Procedure Mapping Ve; ;. € E, P(ej) = {D1,j ks = P . jic}-

+  CTI Outline 0 = {04, ..., 0}

Attack Sequence S

XXX
xxx

L Y
e,

T

1

&y DY KON a5 oy
CM Gy & *@% Cop
W, _ ==
| By By .
\% & % {%\é % {%m (0]

o=t
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Attack Sequence Prediction task:
* Three Question Answering (QA) tasks based on TTP.
+ Evaluate abductive reasoning abilities in attack sequences.
. e., Infer most plausible TTP in the sequence given remaining TTPs.

Attack Sequence S
—
w > @ ) . .) ) r Z> Z> ( The most plausible tactic is... |
1

AttackSeq-Tactic

g G@) %@) % G@@ E Z:> Z:> [ The most plausible technique is... ]
_i}_\ {} {} —--{}@ {} AttackSeq-Technique

¢
¢ N8y &Y Dmin, O
W@j N r ﬁ?{%@t ?/ {%@:— P The given group of procedures is
L - Z> 'm' Z> likely to occur because...
& o _> > ) AttackSeq-Procedure
. o EEnm [ BN ) €
\_ @ %d% %é @ %\é 0 ,
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Question Generation:
« Construct attack sequences from 500 real-world CTI reports.
« Answer-aware QG approach using LLM.

» Agiven tactic, technique, or group of procedures in S.

» Distractors are randomly selected from ATT&CK KB.

Constructed
Attack Sequence S Dataset
(== === =—=
¢ ; Question: °Q°°
: Corr‘ect: Yy
> =», Option Q —
I'Distractors: o909
Question | Q —
Generator S==-"==- - 000
1 J Clear? W —
= | V Logical? A —
B= | v Answerable? I
. v Relevant? !
l J Consistent? !
ATT&CK KB «/_Answer Consistent?_’

Refinement Criteria

[10] https://github.com/blackorbird/APT_REPORT 2
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Benchmark Methods

(¢ Masked r— -[ ) Retriever (LlamaIndex) ]—«
|

CTI outline — .
SO E aBaes
LLM Answer Embeddlng

i

L
2l

0 IATI‘&CK Sliced  Models " chroma |
Question (a) Regular Settin - —— S A DB (embs)
st 8 T l Top-k
. Query knowledge
= = 1A =
Q= >@—> QFGE—— —
Question LLM Answer Question LLM

(b) Zero-shot Setting (c) RAG-empowered Setting
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Dataset Evaluation:
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. Attack Sequence Prediction

« Ultilize 5-point Likert scales using the same criteria.

Human Evaluation: 3 domain experts on a random sample of questions.

Task Num. | Hum. | Answerability Clarity Logical Relevance Consistency Answer Consistency
Perf. Scores (out of 5)

AttackSeq-Tactic 35 |0.5143 4.2952 43619 4.4476 4.5619 4.4571 4.4381

AttackSeq-Technique 35 |0.7143 4.0857 4.2095 4.4000 4.4476 4.4381 4.4095

AttackSeq-Procedure-Yes | 35 | 0.7429 4.8762 4.6952 4.8762 5.0000 4.8095 4.9429

AttackSeq-Procedure-No 35 | 0.5619 4.5524 4.838 - - 4.8190 4.6571

Total | 140 |0.6333 | 44524 45262 45746  4.6698 4.6310 4.6119

Automatic Evaluation: G-eval (LLM-based) evaluation on entire dataset.

Task Answerability Clarity Logical Relevance Consistency Answer Consistency
Scores (out of 5)

AttackSeq-Tactic 4.5200 4.6510 4.7901 4.8360 4.6530 4.7590

AttackSeq-Technique 4.1040 43960 4.6200 4.6300 4.3870 4.5910

AttackSeq-Procedure-Yes 4.0170 4.0640 4.6110 4.4650 3.7760 3.8940

AttackSeq-Procedure-No 3.2930 3.6600 - - 2.7650 3.2490

Average \ 3.9835 4.1928 4.6737 4.6437 3.8953 4.1233

© Copyright Singapore Management University. All Rights Reserved.
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Findings:

» No LLM dominates in all benchmark tasks.

» LLMs performed worst in Tactic-level task.

» Contextual information is critical in Procedure-level task (i.e., Regular vs. Zero-Shot).

LLMs AttackSeq-Tactic AttackSeq-Technique AttackSeq-Procedure
Regular Zero-Shot RAG | Regular Zero-Shot RAG | Regular Zero-Shot RAG
Fast-thinking LLMs
Mistral-7B-Instruct-v0.3 0.2823 0.3371 0.2752 0.3432 0.3975 0.2999 0.5359 0.5795 0.5484
Qwen-2.5-7B-Instruct 0.5121 0.4903 0.4761 0.6693 0.6568 0.6067 | 0.6584 0.5184 0.4941
Llama-3.1-8B-Instruct 0.4744 0.5085 0.4926 0.6260 0.6333 0.5827 0.6577 0.5328 0.5230
ChatGLM-4-9B-Chat 0.4885 0.4979 0.5009 | 0.6275 0.6109 0.6030 0.641 0.5408 0.5131
Llama-3.3-70B-Instruct 0.6588 0.5551 0.5681 0.7058 0.6797 0.7037 | 0.6903 0.5469 0.5279
Qwen-2.5-72B-Instruct 0.5793 0.5863 0.5657 0.5430 0.7162 0.6959 0.7188 0.6285 0.6030
GPT-40-mini 0.6517 0.6005 0.5692 | 0.7387 0.7058 0.7021 0.6968 0.5491 0.5340
GPT-40 0.6093 0.5740 0.5787 | 0.6755 0.6995 0.7188 | 0.7359 0.6755 0.6353
Slow-thinking Reasoning LLMs
DeepSeek-R1-Distill-Llama-8B 0.4178 0.4467 0.4532 | 0.5389 0.5519 0.5138 | 0.6194 0.5044 0.4968
DeepSeek-R1-Distill-Qwen-32B | 0.5421 0.5698 0.5504 | 0.5879 0.5816 0.5816 | 0.6945 0.6258 0.5852
QWQ-32B-Preview 0.5345 0.3377 0.4638 | 0.5112 0.3918 0.5342 | 0.7036 0.5696 0.5457
GPT-03-mini 0.4643 0.5445 0.5215 | 0.5373 0.5915 0.5822 | 0.6854 0.6877 0.6459

Table: Performance (Accuracy) comparisons in our benchmark. In each column, bold values refers
to best performance, while underline values refers to second best.
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. Conclusion &“: SMUJ

« Cyber Threat Intelligence — background
* What is CTI (report)? Why CTI matters?

« MITRE ATT&CK Knowledge Base — background

« TTP: Tactics, Techniques, Procedure; Hierarchical knowledge

* (M-)LLM for Attack Graph Construction — LLM for CT| — task 1
« AttacKG+, MM-AttacKG

* LLM for Attack sequence Prediction — LLIM for CT| — task 2
» AttackSegBench

29
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1. Integrate more modalities

Natural - - |
Language Image | A\

System Log Network Traffic

2. Cross-source verification
» Different sources provide complementary information
» Different sources of data can cross-verify the facts

3. From CTI analysis to CTI generation.

Y — .

: 2 | > CTl
Local file  Open-source Domain Human h Report
(code, log) Intelligence  Knowledge  Instruction Multi-agent System
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B Thank You & QA
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